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TABLE II
THE RESULTS OF DIFFERENT ARCHITECTURE
Format Architecture Accuracy Rate (%)
Text Line CNN+CTC 98.71 £ 0.03
Text Line CNN+LSTM+CTC 98.60 £ 0.15
Single Character CNN 97.36
Text Line CNN+CTC_smallRF 96.16 £ 0.05

2 Yang Hailin, Lianwen Jin, and Jifeng Sun, Recognition of Chinese Text in

Historical Documents with Page-level Annotations,pp. 199-204.
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®  Yang Hailin, Lianwen Jin, Weiguo Huang, Zhaoyang Yang, Songxuan Lai, and
Jifeng Sun, Dense and Tight Detecti on of Chinese Characters in Historica
Documents: Datasets and a Recognition Guided Detector,[1IEEE Access 6 (2018):
30174-30183.
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Yang et al.,, Dense and Tight Detection of Chinese Characters in Historica
Documents: Datasets and a Recognition Guided Detector,[pp . 30174-30183.
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8 Yang et al., Dense and Tight Detection of Chinese Characters in Historical

Documents: Datasets and a Recognition Guided Detector,[pp . 30174-30183.



ATEZRA TRIMBIARREAL 233

FPY  RGD BLE T HEAE TKH HUEILL « ° LR AR E R A -
TR LSOART Ry A

lall:0.5 lolU:0.6 lol):0.7 loll:0.8

Param P 3 F P R F P B F 4 K

RFCN 1] TO5IM W60 W96 U408 W3 0037 a6l 9732 BRsd 9272 TIZ TS
0

A6 MTR 9789 8897 9322 8216 T4.67

57.18° 7230 9851  S6.o 18.58
9347 64458
9700
9686
4701

6027 7510 9854, 59.56 4.2 B6.60 5231
71 e
I

T0.52M
130.07M

PP |
R7.30M
Q0.6AM
- y 178.36M 9898
FEN-Ling ', T7685M

G001 U865 UEES

5 MTHS00 |- - R el 5 2 e DU [
HER SRR I 5 S L ISOA T T ST 4 RGD
R IO SR g V AR 06) BERFE TS o il
TEREHRARR 71 LA /7

| - I
#7i - RGD ElE: A 754 MTH500 (%L - *©
it S = VES
L i iR F
L T oUnS .1 il i ToU0Gas B RE00T N T, Tol 08
R P ARES A o . B F _we K FES i T A N F
T RFCN-Line " | T 9136 9572 9504 B30 P52 Bl -0 4698 di.6d
Faster-RCNN-Line 96.79 9326 0457 0180 8160 8270 8715 4307 4457
YOLO-Line 90.26 £896 8550 87.20 77,044 "Mu4 7561 4216 4052
85D-Line 94.44 OTAR 89079314 8981 1 8214 8581 5539 5340
TextBoxes-Line §7.34 RO 9199 | 8564 7587 U713 8111 5883 66,98
DMP-Nets-Line 96/18 94065 9412 | 0438 54,89 4605 4579
FEN-Line 9383 95.17 BRSO a.ar B4 iR.00
RGD{ours] 96,65 9534 94.000 9467 8517 1 61.10
RGD-VGG 16[ours] 97.71 9586 96738 8644 9461 9552 924700 9042 | 9129 7372 7231

° Yang et al., Dense and Tight Detection of Chinese Characters in Historical

Documents: Datasets and a Recognition Guided Detector,[pp . 30174-30183.
1 Yang et al., Dense and Tight Detection of Chinese Characters in Historical
Documents: Datasets and a Recognition Guided Detector,[pp . 30174-30183.
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Xie Zecheng, Yaoxiong Huang, Lianwen Jin, Yuliang Liu, Yuanzhi Zhu, Liangcai
Gao, and Xiaode Zhang, Weakly Supervis ed Precise Segmentation for Historical
Document Images,[INeurocomputing 350 (2019): 271-281.
Xie Zecheng, Yaoxiong Huang, Lianwen Jin, Yuliang Liu, Yuanzhi Zhu, Liangcai
Gao, and Xiaode Zhang, Weakly Supervis ed Precise Segmentation for Historical
Document Images,[JNeurocomputing 350 (2019): 271-281.
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13 Xie Zecheng, Yaoxiong Huang, Lianwen Jin, Yuliang Liu, Yuanzhi Zhu, Liangcai
Gao, and Xiaode Zhang, Weakly Supervis ed Precise Segmentation for Historical
Document Images,[INeurocomputing 350 (2019): 271-281.
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